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Abstract

The hydrodynamics of fluidized beds of FCC particles in a column of diameter 0.29 m were investigated based on gauge and differential
pressure signals, as well as optical voidage probe data for conditions approaching and beyond the onset of the turbulent fluidization flow
regime. It is shown that any treatment of the system as a dense phase/dilute phase binary is oversimplified given the broad spectrum of
properties and the lack of clear delineation between two separate phases. On the other hand, chaos analysis indicates complex bifractal
behaviour, with two separate values of the Hurst exponent corresponding to different scales of motion, while wavelet analysis is successful
in again decomposing signals into scales of motion associated with voids and separate particles.
© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

In spite of the prodigious research effort devoted to its
study for over half a century, some aspects of fluidized bed
hydrodynamics remain elusive. The turbulent fluidization
flow regime, in particular, is subject to continuing uncer-
tainty and controversy. A comprehensive review covering
what is known about the turbulent regime was published re-
cently [1].

One of the factors underlying the uncertainty with re-
spect to the turbulent fluidization flow regime relates to the
conceptual basis for investigation employed by different re-
search groups. Whereas the bubbling, slug flow and fast flu-
idization flow regimes can all be viewed and modelled as
consisting of two distinct phases (bubbles and surrounding
dense phase emulsion in the first case, gas slugs and sur-
rounding dense phase in the second, and clusters and sur-
rounding gas in the latter), the turbulent regime presents a
more complex structure. Several different conceptual bases
are possible:

(a) A number of studies, e.g.[2–5] have assumed that the
basic structure of bubbling fluidized beds, i.e., gas bub-
bles immersed in a solids-in-gas emulsion, can be ex-
tended into the turbulent fluidization flow regime. Effec-
tive bubble properties (e.g. void diameter, velocity and
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frequency) are then ascribed to the system, and the bed
is treated as if it were a bubbling bed, albeit one with
smaller, faster-moving voids.

(b) It is possible[6,7] to view at least some turbulent flu-
idized beds as being subject to intermittency at each
location, where periods of bubbling and fast fluidiza-
tion alternate with each other, and the fraction of time
corresponding to the latter increases as the superficial
gas velocity is increased through the range beginning
at the onset of turbulent fluidization, usually designated
Uc, and terminating at the velocity corresponding to the
transition from turbulent to fast fluidization. A variant
of this approach[8,9] is to statistically hybridize the dif-
ferent fluidization flow regimes, i.e., to probabilistically
average properties from three limiting regime-specific
models, one each applying to bubbling, turbulent and
fast fluidization.

(c) For cases where neither (a) nor (b) turns out to be
appropriate, it is possible to utilize concepts and
methodologies developed for other complex flows (e.g.
single-phase turbulent flows, gas–liquid churn/turbulent
flow regime) to characterize the hydrodynamic patterns
observed in the turbulent fluidization flow regime. De-
terministic chaos analysis and wavelet analysis provide
methodologies that can be adapted to fluidized beds.
The ultimate goal of such tools is to provide a funda-
mental framework for representing and predicting the
behaviour of fluidized beds over the entire spectrum of
flow regimes.

1385-8947/$ – see front matter © 2003 Elsevier B.V. All rights reserved.
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Nomenclature

aj approximation coefficient at scalej (–)
AP single-point pressure (referred to as

gauge pressure) (kPa)
dj detailed coefficient at scalej (–)
DP differential pressure (kPa)
h expanded bed height determined by

axial pressure profile (m)
h0 initial static bed height (m)
H Hurst exponent (–)
i time index (–)
j wavelet dilation scale (–)
k wavevector/translation parameter (–)
pdf probability distribution function
r radial coordinate (m)
R column radius (m)
R/S rescaled range analysis (–)
s(i) voidage signal (–)
U superficial gas velocity (m/s)
Uc transition velocity at which standard

deviation of pressure fluctuations attains
a maximum (m/s)

wj(k) wavelet coefficient (–)
z axial distance above distributor (m)

Greek letters
ε voidage (–)
εmf voidage at minimum fluidization (–)
εpeak peak voidage value (–)
τH subperiods (s)
ψj(k) wavelet function in time space (–)
ψ0 wavelet basis function (–)

This paper addresses some of these issues, in particular
with respect to approaches (a) and (c) above. Based on local
voidage fluctuations and pressure fluctuations measured in a
column of diameter 0.29 m, we first examine whether or not
a two-phase representation (approach (a) above) is capable
of capturing the essence of the hydrodynamic behaviour. It
is shown that there is no unambiguous way of distinguishing
two phases and that, in fact, there is a broad and continuous
spectrum of local voidages and phenomena which render
the two-phase representation inappropriate as a descriptor
or basis for modelling the turbulent fluidization investigated
experimentally for FCC particles.

In view of this finding, we then turn our attention to (c)
above, in particular to two analysis methods that may be
promising, i.e., chaos and wavelet analysis. A number of re-
search groups, e.g.[10–15] have demonstrated that chaotic
analysis methods can provide useful insights and can dis-
tinguish among flow regimes with respect to fluidized bed
and other multiphase systems. Given the highly non-linear
behaviour, chaos analysis should be especially applicable
to the turbulent fluidization flow regime. Over at least some

range of conditions, chaotic analysis has suggested multi-
fractal behaviour of gas-fluidized beds[16], indicating that
the complex flow patterns can be disaggregated and con-
sidered as being composed of different scales of motion.
Wavelet analysis provides another method of analysing
multiphase systems including fluidized beds, with due con-
sideration of different scales contributing to the complex
overall waveforms, e.g.[15,17,18]. Through wavelet anal-
ysis, a one-dimensional time series is transformed into a
two-dimensional region displaying wavelet coefficient am-
plitudes as a function of both time and frequency. This
enables time localization of spectral components to be in-
terpreted[19]. According to Ren et al.[20], local voidage
measurements from a fluidized bed can be decomposed into
three scales: micro-scale (particle and fluid), meso-scale
(voids, two-phase structure), and macro-scale (equipment,
global). Information from wavelet analysis should comple-
ment that obtained from other techniques.

2. Analysis method

Hurst [21] initiated a new method of analysis for time
series of natural phenomena. This analysis involves calcu-
lating the average rescaled range(R/S)τH for various values
of subperiod lengthτH. The analysis was conducted care-
fully using a procedure developed and extensively tested by
Briens et al.[22]. The R/S analysis was only one of many
methods used to examine the signals. The results of the var-
ious methods are provided in Ellis[23]. A Hurst exponent,
H, is estimated[22] by:

H = d[ln(R/S)τH]

d[ln(τH)]
(1)

A time series can be characterized by its Hurst exponent that
is always between 0 and 1. For a random process, there is
no correlation between past and future increments and the
exponent is 0.5. Exponents greater than 0.5 indicate persis-
tence in the data where the trend in the time series, whether
increasing or decreasing, will likely continue. On the other
hand,H < 0.5 indicates antipersistence in the data where
the trend will likely reverse itself[24,25].

In many cases, the slope of the log–log plot of(R/S)τH
vs. τH is different at small subperiod lengths than at large
subperiod lengths, with a smooth transition between these
two regions. Since the regions of interest are those where the
slopeH is constant, two Hurst exponents can be obtained.
In addition, the dominant cycle of a signal can be estimated
from the intercept of the two regions.

Many systems are chaotic and these can be plotted in
phase space with the long-term evolution of the system
forming a topological structure called an attractor. The most
commonly utilized characteristic of an attractor is its cor-
relation dimension. The correlation dimension indicates the
complexity of the structure of the attractor in phase space
[26–29]. A high correlation dimension corresponds to a
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highly complex attractor with many degrees of freedom. The
correlation dimension can be calculated by the Grassberger
and Procaccia[30] algorithm using an embedding window
length equal to the dominant cycle time[31].

In wavelet analysis, dilating or contracting the chosen
analysing wavelet before convolving it with the signal ac-
complishes scale decomposition. The Daubechies wavelet
[32] is utilized in this work for it has the highest number of
vanishing moments for a given support width[33], ensur-
ing that the signal analysis becomes more precise with the
higher order of polynomials used for approximation. In the
case of discrete wavelet transform, the dilation scale,j, and
translation coefficient,k, take only discrete values. Filters of
different cut-off frequencies are used to analyse the signal at
different scales. The wavelet function can be expressed as:

ψj(k) = 2−j/2ψ0

(
k

2j

)
(2)

The discrete wavelet coefficients for the wavelet transform
are

wj(k) =
N∑
i=1

ψj(k − 2ji)s(i) (3)

where s(i) is a time-series signal. An algorithm written
in MATLAB© was used in this project to decompose the
voidage signal using Daubechies 5th order wavelet, and to
reconstruct signals at each scale from the wavelet coeffi-
cients[23].

3. Experimental technique

The 0.29 m diameter, 4.5 m tall Plexiglas vessel is
equipped with 58 sampling ports. The distributor is an
aluminium perforated plate containing 98 holes of 5.6 mm
diameter arranged in an equilateral triangular configuration
with a 32 mm pitch, resulting in an open area ratio of 3.7%.
Solids circulation is not controlled, but rather determined
through a pressure balance between the return leg and the
column. There are two flapper valves installed in the return
leg to prevent gas from escaping up the standpipe. Flu-
idizing air is supplied by a Roots blower with a maximum
capacity of 425 N m3/h at 69 kPa. Both steady-state and dy-
namic pressure measurements were obtained by 20 gauge
and differential pressure transducers located at regular inter-
vals along the column. Spent FCC particles of 78�m mean
diameter and density 1560 kg/m3 constituted the fluidizing
material. In order to alleviate electrostatic effects, the cat-
alysts particles were mixed with approximately 0.5 wt.% of
Larostat 519 particles, in addition to grounding the column
at multiple points.

The two identical reflection type optical fibre probes, PC-4
Powder Voidmeter, used for voidage measurements in this
work, were supplied by the Institute of Chemical Metal-
lurgy of the Chinese Academy of Science in Beijing, China.

The probe contains a bundle of fibres projecting light onto
a swarm of particles interspersed with light-receiving fibres
which measure the intensity of the light reflected from the
particles. The bundle diameter is 4 mm, length is 600 mm,
and individual fibre diameter is 15�m. After placing a quartz
glass window of 0.5 mm thickness on the probe tip, the
optical fibre signal exhibited a very nearly linear response
against the local voidage[23,34]. Both pressure and voidage
data were logged using LABTECH© data acquisition soft-
ware sampling at 100 Hz for periods of 100 s.

4. Results and discussion

4.1. Binary analysis

As previously reported[35], frequency analysis of pres-
sure signals recorded in fluidized beds reveals dominant fre-
quencies which characterize the flow regime. Analysis of
the dominant peaks can be related to the physical behaviour,
particularly in the bubbling and slugging flow regimes where
the pressure fluctuations are a strong function of the move-
ment of bubbles and slugs and when there is a clear bimodal
distribution of voidage between bubbles and the surround-
ing emulsion phase. In analysing signals from turbulent flu-
idized beds, some reports have extended the analysis method
of a bimodal distribution[36,37]. This approach is linked
to case (a) discussed inSection 1, where the turbulent flow
regime is simply treated as an extended bubbling regime.
However, based on our extensive study on the hydrodynam-
ics of turbulent fluidized beds, the treatment of the voidage
distribution in this flow regime as ‘bimodal’ is questionable,
given the breakdown of large bubbles into smaller transient
voids, the expansion of the dense phase and the broad dis-
tribution of local instantaneous voidage.

Fig. 1 shows that the voidage distribution measured
by an optical probe indicates both unimodal and bimodal

0.4 0.5 0.6 0.7 0.8 0.9 1.0
0

2

4

6

8

P
ro

ba
bi

lit
y 

de
ns

it
y,

 %

Voidage

 h=0.61 m; U
c
=0.50 m/s

 h=0.84 m; U
c
=0.59 m/s

Fig. 1. Probability distribution of voidage measured by optical voidage
probe.U = 0.6 m/s,z = 0.27 m, r/R = 0.0.
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distributions, depending on the operating conditions and the
location of the measuring probe. In all cases, the distributions
are relatively flat, indicating continuous variation of voidage,
rather than discrete values corresponding to two phases.
In order to determine a crossing frequency from the local
voidage fluctuation data or to extend the two-phase theory to
a turbulent fluidized bed, it is required to choose a threshold
voidage to delineate the boundary between the two phases.
Given the continuous variation, the threshold voidage value
in deducing the crossing frequency from the local voidage
measurement becomes arbitrary and ambiguous.

The effect of the threshold value distinguishing two
phases, determined through six different methods, on the
resulting void velocity, calculated via binary coding, is ex-
plored in detail inFig. 2. Examined previously by Bi and
Su[38], Method (a) simply distinguishes the two phases ac-
cording to whether the local voidage exceeds the mid-value
between the maximum and minimum voidage signal values.
The outliers, i.e., data which fall belowεmf = 0.45 (for
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Fig. 2. pdf of local voidage measured by optical probe showing various threshold values corresponding to an imposed boundary between dilute and dense
phases.U = 0.69 m/s,z = 0.78 m, h0 = 1.0 m, r/R = 0.55.

FCC) or aboveε = 1.0 after conversion according to the
calibration values, are removed before setting the maximum
and minimum voidage values. Since, as discussed above,
the signal has a linear relationship with voidage measured
by our optical probe with a cover, the volume fraction of
each phase corresponds to the area underneath the proba-
bility distribution function (pdf) curve on either side of the
dividing line. Method (b), employed by Bayle et al.[39],
sets the threshold value at the line indicated by the arrow
shown inFig. 2(b), i.e., at a voidage of 2εpeak− εmf . This
method ensures that the threshold value lies above the max-
imum peak of a pdf. For Method (c), the threshold value
is set at a point corresponding to 0.95 times the difference
between the maximum and the minimum voidage signal, as
proposed by Mainland and Welty[40] for a light-penetration
type optical fibre probe. This method is clearly unsuitable
for a reflective type optical fibre probe in a turbulent flu-
idized bed, as the dense phase voidage corresponding to
the maximum peak of a pdf plot shifts toward a higher
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Fig. 3. Voidage fluctuations measured by optical voidage probe.U = 0.69 m/s,z = 0.78 m, r/R = 0.70.

voidage, and thus corresponds to no physically meaningful
value.

The fourth method, illustrated inFig. 2(d), uses the
maximum peak of the pdf plot to demarcate the transi-
tion between the two phases. Method (e) is the minimum
point cut method, proposed by Bi[41], which employs the
minimum of the smoothed pdf plot as the dividing value.
The determination of the threshold value then becomes
ambiguous when the pdf curve becomes flat, especially for
measurements near the wall. Moreover, it was difficult to
mathematically express the minimum point when a smooth
probability distribution was not obtained. The last method,
shown schematically inFig. 2(f), utilizes the value which
corresponds to 0.95 times the difference between the two
peaks to represent the value distinguishing a dense and
dilute phase in a pdf plot. Once again, this method can
involve large error when either peak is indistinct.

Local voidage data obtained from the optical voidage
probe are plotted vs. time inFig. 3, with four of the thresh-
old values calculated from the above definitions (a, b, d
and e) indicated by horizontal dotted lines. Method (c) has
been excluded as being clearly inappropriate, while (f) is
close to (d). Method (d) appears to use a threshold voidage
which is unreasonably low, but there is no clear advantage
or disadvantage of any of the other values. The effect of
the threshold value on the crossing frequency is tabulated
in Table 1. The results indicate that the crossing frequency

Table 1
Effect of threshold determination methods on voidage value and crossing
frequencya

Threshold determination
method

Threshold
voidage

Crossing
frequency (s−1)

Method (a) 0.704 22.0
Method (b) 0.527 5.86
Method (d) 0.475 23.7
Method (e) 0.565 6.31

aU = 0.69 m/s,r/R = 0.70, z = 0.78 m, h0 = 1.5 m.

from voidage fluctuations is very sensitive to the threshold
determination method. This is a valuable insight, which sug-
gests that the division of fluidized beds into discrete dense
and dilute phases, while helpful for bubbling and slugging
fluidized beds, may not be appropriate for turbulent beds.
Any attempt to impose a threshold value between binary
phases is arbitrary and affects the subsequent data analysis.

4.2. Chaos analysis

Given the failure of Method (a) inSection 1, we turn
to alternative methods of analysis. While use of a discrete
voidage corresponding to distinct dilute and dense phases
is problematic, our data shown inFig. 4, like those of sev-
eral previous groups, do indicate bifractal behaviour when
chaotic analysis methods are applied. The Hurst exponent at
higher frequency,H1, representing the slope at lowerτH, is
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Fig. 4. Variation of rescaled range with subperiod length for pressure
fluctuation.U = 0.86 m/s,z = 0.59 m, h0 = 1.5 m.
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Fig. 5. Radial profile of Hurst exponents from optical probe signals at
U = 0.40 and 0.90 m/s.z = 0.78 m, h0 = 1.1 m, Uc = 0.73 m/s.

found to be close to 0.5 for measurements in the bubbling
flow regime, i.e.,U = 0.86 m/s, indicating a pure Brown-
ian motion. On the other hand, the Hurst exponent at lower
frequency,H2, representing the slope at largerτH, suggests
that H2 is much smaller than 0.5, portraying antipersistent
behaviour.

Based on the rescaled range analysis method,Fig. 5 il-
lustrates radial profiles of the Hurst exponents forU = 0.40
and 0.9 m/s calculated fromEq. (1). The Hurst exponentH1,
from the slope of log(R/S)τH vs. log(τH) at lowerτH (higher
frequency) remains close to 0.5 forU = 0.40 m/s near the
column axis, indicating random motion. Though their Hurst
exponents were much higher, Bai et al.[13] reported a sim-
ilar radial profile for the bubbling flow regime. However,
their study indicated that in the turbulent fluidization flow
regime, both Hurst exponents,H1 and H2 exceeded 0.5,
increasing towards the wall.Fig. 5 indicates smaller differ-
ences between the two Hurst exponents near the wall, im-
plying less phase separation than in the core of the column.

As shown inFig. 6, H1 from local voidage measurements
indicates a sudden drop with increasing superficial gas ve-
locity, suggesting a change in the high frequency fluctua-
tions. The velocity at which this abrupt drop occurs may
correspond to the transition into the turbulent fluidization
flow regime. The sensitivity ofH1 from voidage signals to
the change in local fluctuations may suggest a viable means
of deducing the transition velocity,Uc. However, this would
suggestUc ≈ 0.65 m/s, while the usual method relating to
the maximum of the standard deviation of gauge pressure
fluctuations givesUc = 0.75 m/s.

The cycle time calculated from the intercept of the two
slopes of Hurst exponents, as illustrated inFig. 4, represents
a lag time caused by a dominant cyclic component of a sig-
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Fig. 6. Variation of the greater of the two Hurst exponents from optical
probe signals with superficial gas velocity.z = 0.40 m, Uc = 0.75 m/s,
h0 = 1.5 m, r/R = 0.0.

nal [42]. The variation of the cycle time with the axial posi-
tion of the pressure taps for differential and gauge pressure
signals, DP and AP, appear inFig. 7(a) and (b), respectively.
Three superficial gas velocities are chosen as representative
U values, corresponding toU < Uc, U ≈ Uc, andU > Uc,
whereUc = 0.75 m/s. For DP signals,Fig. 7(a), increasing
U increases the cycle time for all superficial gas velocities
close to the distributor, indicating gradual growth in voids
due to coalescence with height. The range of cycle times
of 0.3–0.55 s corresponds well to the dominant frequency
detected from spectral analysis of DP signals of 1.5–3 Hz,
as reported in[35]. At z = 1.1 m forU = 1.0 m/s, the trend
in cycle time reverses, suggesting dominance of void split-
ting over coalescence. Above this point the bed becomes
dominated by smaller voids, contributing to increased ho-
mogeneity of the turbulent fluidized bed.

The trend shown from gauge pressure signals,Fig. 7(b),
indicates two distinct regions: one nearer the distributor cor-
responding closely to the natural frequency of the bed, and
the other indicating much lower cycle times. As signals from
gauge pressure reflect global phenomena in a fluidized bed,
they may reflect the origin, propagation, and attenuation of
pressure waves. Following the analysis of[41], the higher
cycle time near the bottom of the fluidized bed may indicate
pressure waves of much lower frequency than the natural fre-
quency of the bed, implying that the bed is acting “as a wave
propagation medium”. On the other hand, atz = 0.46 m
and beyond, the imposed pressure waves have frequencies
higher than the natural frequency of the bed, resulting from
oscillatory motion. Oscillations are dampened by energy loss
from interparticle collisions, gas-particle drag and friction
between the suspension and the wall, but sustained by the
continuous supply of pressure waves. In a turbulent fluidized
bed, it is extremely difficult, if not impossible, to pin-point
all factors contributing to pressure fluctuations owing to the
complex dynamics.
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Fig. 7. Axial profiles of cycle time from (a) DP and (b) AP signals forh0 = 1.5 m, Uc = 0.75 m/s,r/R = 1.0.

The cycle time deduced from rescaled range analysis for
voidage signals is shown inFig. 8. Considerable scatter of
cycle time is observed, with no definite trend indicated, nor
any obvious transition to match that shown inFig. 6. The
general trend of decreasing cycle time with increasingU
indicates increasing cycle frequency of voidage fluctuations.
The range of cycle frequency, i.e., reciprocal of cycle time,
corresponds closely to the range of frequencies observed
from FFT of DP signals, as previously reported[35].

Further chaotic analysis is applied to the DP measure-
ments inFig. 9 through the correlation dimension. Different
trends in correlation dimension appear for the bubbling and
turbulent fluidization flow regimes for pressure measure-
ments closer to the distributor. Higher correlation dimen-
sions near the distributor plate forU > Uc can be attributed
to the complexity of the structure of the attractor due to
the vigorous motions of solids due to jetting. ForU = 0.33
and 0.49 m/s, the variation of correlation dimension with
height is similar. However, forU > Uc at higher axial posi-
tions, sensitivity of correlation dimension toU is observed,
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Fig. 8. Variation of cycle time with superficial gas velocity for optical
voidage probe signals.z = 0.40 m,r/R = 0.0, h0 = 1.5 m,Uc = 0.75 m/s.
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Fig. 9. Axial profiles of correlation dimension from DP signals.h0 = 1.5 m, Uc = 0.75 m/s,r/R = 0.0.

possibly reflecting the transient flow structure in the tur-
bulent fluidized beds. For example atz = 0.85 m, where
the flow is well developed and the effect of the fluctuating
bed surface is minimal, the correlation dimension decreases
with increasingU, indicating a more coherent flow structure
and increased homogeneity.

The radial distributions of the correlation dimension based
on local voidage measurements atU = 0.4 and 0.9 m/s are
shown in Fig. 10. There is considerable scatter, with the
profiles appearing to rise towards the wall and generally
lower correlation dimensions forU > Uc, suggesting less
complex structure resulting from local voidage fluctuations
in turbulent fluidized beds, in agreement with the findings
of Bai et al.[13].

Although there is some scatter,Fig. 11suggests that there
is a correlation between the correlation dimension and the
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Fig. 10. Radial profile of correlation dimension from optical probe signals.
z = 0.78 m, h0 = 1.1 m, Uc = 0.73 m/s.

cycle time deduced from the rescaled range analysis of local
voidage fluctuations. If we consider an attractor such as the
Lorenz attractor in 3D space, the shape and the complexity of
the attractor will affect the ‘cycle’ through which the system
passes. Thus, if an attractor is quite large and complicated,
i.e., it has a larger correlation dimension, this is likely to
result in a larger cycle time, as a long time will be required
for the trajectory to travel once around the general shape of
the attractor. Similarly, a lower correlation dimension from
the local voidage fluctuations of the turbulent fluidized beds
implies less complexity of the structure of the attractor in
the phase space and a shorter cycle time.

The error associated with the chaos analysis in deriving
the parameters is considered to be minimal. Each point in
the log(R/S)τH vs. log(τH) graph is the average of many
calculated points, e.g., 1000 points average atτH = 0.1 s.
Once stability is attained on a specific operating condi-
tion, the 95% confidence interval of the average pressure

0 1 2 3
0

2

4

6

8

10

C
or

re
la

ti
on

 D
im

en
si

on

Cycle Time, s

Fig. 11. Correlation between cycle time and correlation dimension from
optical probe signals.
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measurements ranges between±0.22 and±4.6% for AP
and DP signals respectively. A typical set of DP signals indi-
cate higherH2 error % than H1, i.e.,±17.6 vs.±2.7%. This
is due to the fewer points to fit the curve at low subperiod
lengths. The resulting cycle time exhibited 95% confidence
interval of ±5.1%. On the other hand, reproducibility of
voidage signals from optical probes is lower than the pres-
sure signals. This is due to the inherent fluctuations of the
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Fig. 12. Discrete wavelet decomposition of voidage fluctuation from optical probe using Daubechies 5 wavelet for (a)U = 0.49 m/s and (b)U = 1.0 m/s.
z = 0.4 m, h0 = 1.5 m, Uc = 0.75 m/s,r/R = 0.0.

local voidage, especially in the turbulent fluidization flow
regime. WhileH1 exhibited a 95% confidence interval of
±3.7%,H2 and the resulting cycle time had shown±18.7
and ±75.4%, respectively. This supports the reproducibil-
ity of H1, and the sensitivity towards the change in local
voidage fluctuations, as shown inFig. 6. On the other hand,
cycle time based on voidage signals, inFig. 8, should be
presented as a general trend.
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4.3. Wavelet analysis

To gain better understanding of the dynamics of the local
voidage fluctuations, data from the optical fibre probe sam-
pled at 100 Hz have been analysed using the Daubechies 5
wavelet[32]. Through the wavelet transform, a signal is lin-
early decomposed into different scales related to frequency.
Fig. 12 depicts the decomposed signal at five levels of de-
tail and one approximation through discrete wavelet trans-
formation. It was ensured that the reconstructed voidage
signals displayed excellent agreement with the original sig-
nals. The intensities of the detailsd1, d2 andd3 representing
fine-scale components forU = 1.0 m/s are shown to be
much higher than atU = 0.49 m/s, indicating intensified
energy of the high frequency fluctuations, which are likely
to originate from particle movement. Comparison of the ap-
proximations,a5, betweenU = 0.49 and 1.0 m/s indicates
increasing smoothness of the decomposition for the lower
superficial gas velocity, possibly due to lower signal mo-
ments, i.e., lower order of the polynomial approximation.
This results in smoothing out some of the singularities,
such as isolated peaks, resulting from void movements in
the signal. Taking the third and fourth statistical moments,
Figs. 13 and 14, respectively, illustrate the dominance of
the a5 approximations forU = 0.49 m/s. InFig. 13, the
near-zero skewness of the decomposed signals for both
superficial gas velocities display near-normal distributions.
The higher skewness for the signal and approximation,a5,
atU = 0.49 m/s represent distributions that are heavily dis-
tributed toward the lower voidage compared to the higher
voidage. The flatness of the distribution indicated by the
kurtosis number inFig. 14represents constantly lower kur-
tosis value forU = 1.0 m/s. High kurtosis numbers (=3 for
Gaussian distribution) may suggest intermittency ford1 and
d2 atU = 0.49 m/s. FromFig. 12a, this is explained by high
frequency energy, mostly associated with passing voids.
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Fig. 13. Skewness distribution of decomposed voidage data presented
in Fig. 11 using Daubechies 5 wavelet.z = 0.4 m, h0 = 1.5 m,
Uc = 0.75 m/s,r/R = 0.0.
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Fig. 14. Kurtosis distribution of decomposed voidage data presented
in Fig. 11 using Daubechies 5 wavelet.z = 0.4 m, h0 = 1.5 m,
Uc = 0.75 m/s,r/R = 0.0.

Fig. 15 plots the larger Hurst exponent,H1, for each of
the details and approximations shown inFig. 12. For the
coarser-scale details, such asd4 andd5, and approximations,
a5, similar values ofH1 are observed forU = 0.49 and
1.0 m/s. Moreover, the difference remains at the fine-scale,
high frequency fluctuations ofd1 andd2, i.e., values ofH1
in the turbulent flow regime are less than in the bubbling
regime. WithH1 values ford1 andd2 less than 0.5 for both
superficial gas velocities, the fine-scale components indicate
a convergent system which is likely to reverse itself. Further
investigation is required to fully understand the implications
of the results; however, this preliminary investigation using
wavelet analysis indicates promising ways to decompose
signals on the basis of different scales.

Fig. 15. Hurst exponent of decomposed voidage data presented inFig. 11
using Daubechies 5 wavelet.z = 0.4 m, h0 = 1.5 m, Uc = 0.75 m/s,
r/R = 0.0.
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5. Conclusion

From the experimental work involving measurements of
gauge and differential pressure and local voidage in fluidized
beds operated at conditions approaching and beyond the on-
set of turbulent fluidization flow regime, several approaches
to the underlying idea understanding the complex flow have
been explored. Treating data from a turbulent fluidized bed
as a combination of co-existing discrete bubbles and dense
phase was found to be inappropriate because the bed operat-
ing in this flow regime shows a broad spectrum of voidages
and behaviour, with no clear delineation criteria between
the two phases. On the other hand, both chaos analysis and
wavelet analysis lead to the conclusion that there are differ-
ences between large- and small-scale motions in turbulent
fluidized beds, opening the way for further investigation uti-
lizing these tools to characterize this complex flow regime.
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